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Questions?





What is Generative AI?



Generative AI

is not like other AI ✨ 



Generative vs. Discriminative
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Generative AI

is not just the AI



It’s the system

(and the models)
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Systems have different underlying models



Questions?



Generative AI

is used for many modalities



https://docs.google.com/file/d/1qj4UkD6BfTkIyoUv-BT_tFUI1bdOhHRe/preview
https://docs.google.com/file/d/1VwXbK9PLojrF6lB5pEQrLDiwq5HzdweT/preview
http://www.youtube.com/watch?v=IUQW5LgBZvQ&t=5894




Different modalities are at 
different scales: 

model size, compute, datasets, …



There are many types of 
Generative AI models

Architecture: Transformer, Diffusion-based



Aside:

   the language is muddy



Model → system, 
architecture, checkpoint, 
multiple models, …



Questions?
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This started out as a short piece on retrieval 
augmented generation in 2022 🥲
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Lee*, Cooper* & Grimmelmann*. “Talkin’ ‘Bout AI Generation: Copyright and the Generative-AI Supply Chain.” 2023 

There are a lot of different actors
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Systems and terms will change,

“Post-training” “Reasoning models” “Agents”

the framework will continue to 
be useful 

(e.g., O3, DeepSeek)



Questions?



Privacy: 

A case study



Privacy:

Generation contains private 
information
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64xkcd.com/2169/ 

Language models are leaky

Scalable Extraction of Training Data from (Production) Language Models

https://arxiv.org/abs/2311.17035


GitHub Copilot AI Is Generating And Giving Out Functional API Keys

https://fossbytes.com/github-copilot-generating-functional-api-keys/


If a model learned knowledge, 
capabilities, etc. …

Can we selectively unlearn 
undesirable information? 
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Deleting information from an ML model isn’t well-defined

Information can’t be deleted from an ML model in the same way that it can from a database

- Evaluation of an unlearning method for a specific domain is a specific task

- Understanding unlearning as a generative-AI systems problem

- Setting reasonable goals and expectations for unlearning

- There are no general-purpose solutions to constrain generative technologies
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Original motivations from law & policy

2016-2022      GDPR, Article 17 “right to be forgotten” (in supervised settings)

models
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A loose definition of machine unlearning

Machine unlearning is a subarea of machine learning 
that develops methods for the targeted removal of the 
effect of training data from the trained model.

latent information: data that are not explicitly 
presented to the model during training; 
derived from patterns learned during training



A loose definition of machine unlearning

Machine unlearning is a subarea of machine learning 
that develops methods for the targeted removal* of the 
effect of training data from the trained model.

*Machine-learning models are not like databases



Evolving motivations from law & policy

2016-2022      GDPR, Article 17 “right to be forgotten” (in supervised settings)

2022-               Mitigating unwanted data + capabilities for GenAI 

models



Evolving motivations from law & policy

Beyond removal of the influence of training data on a 
trained model’s parameters…

Can unlearning also address possible undesirable 
model outputs when the model is put to use?
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Extending the personal data deletion example…

Removal of the influence of an individual's personal data 
from the model’s parameters 

+

Suppression of model outputs that reflect that 
individual’s personal data at generation time

These are very different goals!
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Methods to address targets

Removal Suppression

Applies to observed 
information

Data is removed from the 
training dataset before 
training* 

*(or this is approximated)

Modify the GenAI model 
(e.g., change the weights) 

or 

Modify the GenAI system 
(e.g., output filters)
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Model 

Original training 
data

Generation Prompt

“An image like the cartoon 
below, where the mouse is is 

standing still”

Consider a multimodal model…

New training 
data

      (removed)

Questions?



These mismatches manifest 
differently in different contexts

Can we selectively unlearn 
undesirable information? 



We look at
 
- U.S. Copyright
- Privacy
- Safety



U.S. Copyright

CommonCanvas

https://arxiv.org/abs/2310.16825


Privacy

Data deletion requests

Consider a deletion request to remove images of a particular data subject 
from the training data used to produce an image generation model. 



Privacy

Data deletion requests

Consider a deletion request to remove images of a particular data subject 
from the training data used to produce an image generation model. 

Should the set to remove include…

- images that only feature the data subject? 
- family photos where other data subjects are also present? 
- photos where the data subject is in the background?



Safety

Unclear boundaries for target removal

Topics like synthetic biology and molecular generation are broad and 
under-specified.



Safety

Unclear boundaries for target removal

Topics like synthetic biology and molecular generation are broad and 
under-specified.

Should the set to remove include…

- A specific set of scientific papers?
- Graduate-level chemistry? 
- High school chemistry?
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Zooming out

The field moves extremely fast

terms change (not quite as) fast



Zooming out
System vs. model

Many actors & ways to act

Data (observed information) vs. inferred (latent information)

Removal vs. Suppression



Please ask us questions!

Katherine Lee*, A. Feder Cooper* & James Grimmelmann*. “Talkin’ ‘Bout AI Generation: Copyright and the Generative-AI 
Supply Chain.” 2023 (Forthcoming, Journal of the Copyright Society)

A. Feder Cooper*, … & Katherine Lee.  “Machine Unlearning Doesn’t Do What You Think: Lessons for Generative AI Policy, 
Research, and Practice.” 2024.

A. Feder Cooper*, Katherine Lee* et al. “Report of the 1st Workshop on Generative AI and Law.” 2023.

Milad Nasr*, Nicholas Carlini*, Jonathan Hayase, Matthew Jagielski, A. Feder Cooper, … & Katherine Lee. “Scalable 
Extraction from (Production) Language Models.” 2023. 

Aaron Gokaslan, A. Feder Cooper et al. “CommonCanvas: Open Diffusion Models Trained on Creative Commons Images.” 
CVPR 2024.

 



Please ask Cooper about memorization and copyright!



Please ask Cooper about memorization and copyright!

Measuring memorization in language 
models via probabilistic extraction
Forthcoming, NAACL 2025

Prior (non-probabilistic) 
measurements of 
memorization

Our probabilistic approach 



● What is generative AI
○ Why is it different from other forms of AI

■ System vs model
● Model as data structure vs. software
● Different forms of AI
● Generative AI has databases in it

■ Modalities 
■ Transformer, diffusion
■ Scale

● Who are the players and what is the game
● A note about the field

○ Things are changing rapidly, terms change

● Good stuff and bad stuff (we need to talk about the stakes)
○ Cool capabilities 
○ But…not such great stuff too (hallucination; emitting secrets)

● Transition
○ Goals vs. objectives
○ Aside on metaphors

■ Note about databases
■ Data vs. patterns (observed information, vs. latent information)

● Unlearning → 

Talk outline


