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What 1s Generative AI?



Generative Al

1S not like other Al



Generative vs. Discriminative



Discriminative




Discriminative




Generative
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Generative Al

I1s not just the Al



It's the system

(and the models)



User Interface

ChatGPT v _ Gemini ~ Q N = () Taiwan v
~  2.0Flash

Hello how are you today ° tell me a suggested travel plan for taiwan

Hey! I'm doing great, thanks for asking! How about you? Hey Gemini! Give me some examples of I'd be happy to create a suggested travel plan for

[ what you can do. Taiwan! Taiwan offers a wonderful mix of vibrant
cities, stunning natural landscapes, delicious food,
and rich cultural experiences. Here's a 7-day

By messaging ChatGPT, you agree to our Terms and have read our Privacy Policy. itinerary that covers TRy of the hlghhght‘S:

Don't share sensitive info. Chats may be reviewed and used to train our models.
Learn more

I'm Gemini, a large language model, or an artificial

Taiwan 7-Day Travel Itinerary
Days 1-2: Taipei
Ask anything 2 E

-+ Ask Gemini
+ Attach @ search Q Reason Reply to Claude...

ini can make r ¢ o ack it Claude 3.7 Sonnet




API

Python Node.js REST

from google import genai

client = genai.Client(api_key=")

response = client.models.generate_content(
model="gemini-2.08-flash",
contents="Explain how AI works",

)

print(response.text)



completion = client.chat.completions.create(
model="
ge
tools=tools
)

print(completion.choices[0].message.tool_calls)

Python  TypeScript

Python Node.js REST inport anthropic

client = anthropic.Anthropic()

message = client.messages.create(

from google import genai model="claude
max_tokens=1000,
temperature=1,

client = genai.Client(api_key="YOUR_API_KEY »") systen=’
messages=[
response = client.models.generate_content(
model="gemini-2.0-flash",

contents="Explain how AI works",

print(response.text)

print(message.content)

iith short p




Generative Al Systems

User Interface

Alignment

Output
Filters

User
Prompt




Generative Al Systems Models
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Systems have different underlying models

ChatGPT 40 v

Model

GPT-40
Great for most questions

GPT-40 with scheduled tasks (BetA
Ask ChatGPT to follow up later

ol
Uses advanced reasoning

03-mini
Fast at advanced reasoning

03-mini-high
Great at coding and logic

More models

Temporary chat

Gemini ~
2.0 Flash

Gemini

2.0 Flash @
Get everyday help

2.0 Flash Thinking Experimental @

Best for multi-step reasoning

2.0 Flash Thinking Experimental with apps @

Reasoning across YouTube, Maps & Search

Gemini Advanced Upgrade

Claude 3.7 Sonnet . Choose style

Claude 3.7 Sonnet

Our most intelligent model yet

Claude 3.5 Haiku

Fastest model for daily tasks

Thinking mode

Normal
Best for most use cases

Extended ;D

Best for math and coding challenges

More models




Questions?



Generative Al

1s used for many modalities



al

GITHUB COPILOT: CHAT

& monalisa

Write unit tests for this function

@ GitHub Copilot

import unittest
import datetime

class TestParseExpenses(unittest.TestCase):
def test_parse_expenses_with_valid_input(self):
expenses_string = '2023-01-02 -34.01 USD\n2023-01
expected_output = [(datetime.datetime(2023, 1, 2)
self.assertEqual(parse_expenses(expenses_string),

def test_parse_expenses_with_empty_input(self):
expenses_string = '*
expected_output = []
self.assertEqual (parse_expenses (expenses_string),

if __name__ o
unittest.main()

& parse_expenses.py X

1
2

& addresses.rb x ® sentiments.ts *

import datetime

def parse_expenses (expenses_string):
“wuparse the list of expenses and return the list of triples (date, amount, currency
Ignore lines starting with #.
Parse the date using datetime.
Example expenses_string:
2023-01-02 ~34.01 USD
2023-01-03 2.59 DKK
2023-01-03 2.72 EUR

expenses = []

for line in expenses_string.splitlines():
if line.startswith("#"):
continue

date, value, currency = line.split (* ")

expenses.append( (datetime.datetime.strptime (date, "SY-san-%d"),
float (value),
currency))

return expenses

expenses_data = '''2023-01-02 -34.01 USD
2023-01-03 2.59 DKK
2023-01-03 -2.72 EUR''"

Te CO0% 253Umes That The JaTeTime moduTe T TpoTTed. The TesT
cases cover different scenarios such as valid input, empty input, input
with comments, invalid date format, and invalid value format.

JACOB COLLIER

X GEN MUSIC

A NotebookLM


https://docs.google.com/file/d/1qj4UkD6BfTkIyoUv-BT_tFUI1bdOhHRe/preview
https://docs.google.com/file/d/1VwXbK9PLojrF6lB5pEQrLDiwq5HzdweT/preview
http://www.youtube.com/watch?v=IUQW5LgBZvQ&t=5894

>
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Write unit tests for this function

o GitHub Copilot

import unittest
import datetime

class TestParseExpenses(unittest.TestCase):

if

def

_name__ ==

test_parse_expenses_with_valid_input(self):

expenses_string = '2023-61-82 -34.01 USD\n2023-61
expected_output = [(datetime.datetime(2023, 1, 2)
self.assertEqual(parse_expenses(expenses_string),

test_parse_expenses_with_empty_input(self):
expenses_string = '

expected_output = []

self.assertEqual (parse_expenses (expenses_string),

main__':

unittest.main()

# parse_expenses.py X

1

4 addresses.rb
import datetime

def parse_expenses (expenses string):

W sentiments.ts

[n [N

“»“parse the list of expenses and return the list of triples (date, amount, currency

Ignore lines starting with &.

Parse the date using datetime.

Example expenses_string:
2023-61-82 ~34.01 USD
2023-01-03 2.59 DKK
2023-01-83 -2.72 EUR

expenses = []

for line in expenses_string.splitlines():
if line.startswith('#"):
continue
date, value, currency = line.split (* ")
end( tetime.strpti

float (value),
currency))
return expenses

expenses_data = '''2023-01-02 -34.01 USD
2023-01-93 2.59 DKK
2023-01-03 -2.72 EWR'"*

(date, “¥Y-%n-%d"},




Different modalities are at
different scales:

model size, compute, datasets, ...



There are many types of
Generative AI models

Architecture: Transformer, Diffusion-based



Aside:

the language 1s muddy



Model — system,
architecture, checkpoint,
multiple models, ..



Questions?



Generative Al Supply Chain



The generative-Al supply chain

1 ; s T N

Creation of Data - Dataset Model Fine-
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IN:Content ~ ~ IN:Data IN: Dataset IN:Base model
OUT:Data OUT:Dataset(s) OUT:Base model OUT-Fine-tuned
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8 7 6

Plugins



This started out as a short piece on retrieval
augmented generation in 2022 &



The generative-Al supply chain

1 ; s T N
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There are a lot of different actors

1 o © —@—

i : taset Mc :
Cf{eartgé)sni\j)ef .ata '-Jection / (Pr e
P ation . e . T tunin
works ! Curation training =
- IN:Content ' IN:Data [N:Dataset IN:Base model
OUT:Data OUT:Dataset(s) OUT:Base model OUT:Fine-tuned
model

e
nent Deploymen-

.....................................

8

Gener

g:lugins
Lee*, Cooper* & Grimmelmann®. “Talkin’ ‘Bou tion: Copyright and the Generative-AI Supply Chain.” 2023




The generative-Al supply chain

1

Creation of
expressive
works

Lee*, Cooper* & Grimmelmann®. “Talkin’ ‘Bout AI Generation: Copyright and the Generative-AI Supply Chain.” 2023



The generative-Al supply chain

1 2
Creation of Data
expressive -

works
IN:Content
OUT:Data
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The generative-Al supply chain

1 2
Creation of Data
expressive -

works
IN:Content
OUT:Data
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The generative-Al supply chain

1 2 . 3
Creation of Data - Dataset
expressive : =% Collection/
Creation . .
works . Curation
IN:Content ’ IN:Data
OUT:Data OUT:Dataset(s)

Lee*, Cooper* & Grimmelmann®. “Talkin’ ‘Bout AI Generation: Copyright and the Generative-AI Supply Chain.” 2023



The generative-Al supply chain

1

Creation of
expressive
works

2 . 3 4
Data : Dataset Model
: =% (Collection/ <*»  (Pre-)
Creation . . .
Curation training
IN:Content IN:Data IN:Dataset
OUT:Data OUT:Dataset(s) OUT:Base model

Lee*, Cooper* & Grimmelmann®. “Talkin’ ‘Bout AI Generation: Copyright and the Generative-AI Supply Chain.” 2023
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The generative-Al supply chain

1 2 3 4 5
Creation of Data - Dataset Model Fine-
expressive Creation - Collection/ <=1 (Pre-) tunin
works : Curation training &
IN:Content IN:Data IN:Dataset IN:Base model
OUT:Data OUT:Dataset(s) OUT:Base model OUT-Fine-tuned
model
6
Deployment
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The generative-Al supply chain
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The generative-Al supply chain
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The generative-Al supply chain
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Systems and terms will change,

“Post-training” “Reasoning models” “Agents”
(e.g., 03, DeepSeek)

the framework will continue to
be useful



Questions?



Privacy:

A case study



Privacy:

Generation contains private
information



Mitigations are all across the supply chain

T |
/ / \ Deploizment :

Dataset Model

Collection/ > el
Curation (Pre-)training

\ Generation

Fine-tuning — Alignment




Mitigations are all across the supply chain

Dataset
Collection/
Curation

/ / \ Deployment

Dataset : 1

Collection/ <> MOd?l .
(Pre-)training

Fine-tuning — Alignment
Curation :

1

Generation




Lessons

1. Different actions can be taken by different actors at different stages of the
generative-Al supply chain

2. Concerns typically cannot be localized to a single link

3. Design choices matter

4. Analogies can be misleading
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Machine Unlearning

4. Analogies can be misleading

E.g., Machine-learning models are not like databases



Machine Unlearning Doesn't Do What You Think

4. Analogies can be misleading

E.g., Machine-learning models are not like databases



Language models are leaky

WRIR}HD

Security News This Week: ChatGPT Spit Out
Sensitive Data When Told to Repeat ‘Poem’
Forever

Plus: A major ransomware crackdown, the arrest of Ukraine’s cybersecurity chief, and a hack-for-hire
entrepreneur charged with attempted murder.

LONG UVE THE REVOLUTION.
OUR NEXT MEETING WILL BE
AT|

AHA, FOUND THEM!

J

1=

WHEN YOU TRAIN PREDICTIVE MODELS
ON INPUT FROM YOUR USERS IT CAN
LEAK INFORMATION IN UNEXPECTED WAYS.

xkcd.com/2169/



https://arxiv.org/abs/2311.17035

" Alis emitting secrets #45

@ Answered by nat | dtjm asked this question in Report Bugs

‘B dtjm 2 days ago

| tried to get it to tell me secrets and it did:

main

main()

apiKey :=

host := "htl &PSETag Fad. con

request := sendgrid.GetRequest(apiKey,
request.Method = "POST
request.Body = [Jbyte(’ {

"personalizations”



https://fossbytes.com/github-copilot-generating-functional-api-keys/

If a model learned knowledge,
capabilities, etc. ...



If a model learned knowledge,
capabilities, etc. ...

Can we selectively unlearn
undesirable information?
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Preview of key points

Deleting information from an ML model isn't well-defined

Information can't be deleted from an ML model in the same way that it can from a database



Preview of key points

Removing information from a model doesn't provide guarantees about model outputs

Models generalize; it's a mistake to think that making a limited set of targeted changes to a model’s parameters is
sufficient to make promises about what types of outputs that model could (not) possibly produce



Preview of key points

Even seemingly innocuous model outputs can be put to undesirable uses

Generated outputs may be innocuous or have significant legitimate uses, but could be pressed into service for
adversarial or malicious downstream uses
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Original motivations from law & policy

2016-2022 GDPR, Article 17 “right to be forgotten” (in supervised settings)

Unlearning papers posted to arXiv over time
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A loose definition of machine unlearning

Machine unlearning is a subarea of machine learning
that develops methods for the targeted removal of the
effect of training data from the trained model.
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observed information: data that are explicitly
presented to the model during training



A loose definition of machine unlearning

Machine unlearning is a subarea of machine learning
that develops methods for the targeted removal of the
effect of training data from the trained model.

latent information: data that are not explicitly
presented to the model during training;
derived from patterns learned during training



A loose definition of machine unlearning

Machine unlearning is a subarea of machine learning
that develops methods for the targeted removal* of the
effect of training data from the trained model.

*Machine-learning models are not like databases



Evolving motivations from law & policy

2016-2022 GDPR, Article 17 “right to be forgotten” (in supervised settings)

2022- Mitigating unwanted data + capabilities for GenAl

Unlearning papers posted to arXiv over time
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Evolving motivations from law & policy

Beyond removal of the influence of training data on a
trained model’s parameters...

Can unlearning also address possible undesirable
model outputs when the model is put to use?



An expanded, loose definition of machine unlearning

Machine unlearning is now a sub-area of machine
learning that both develops methods for

(1) the targeted removal of the effect of training data
from the trained model and

(2) the targeted suppression of content in a
generative-Al model’s outputs
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Machine unlearning is now a sub-area of machine
learning that both develops methods for
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from the trained model and
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Extending the personal data deletion example...

Removal of the influence of an individual's personal data
from the model’s parameters

+

Suppression of model outputs that reflect that
individual’s personal data at generation time



Extending the personal data deletion example...

These are very different goals!

Removal of the influence of an individual's personal data
from the model’s parameters

+

Suppression of model outputs that reflect that
individual’s personal data at generation time



Methods to address targets

Removal Suppression
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Applies to observed
information

Data is removed from the
training dataset before

training*

*(or this is approximated)



Methods to address targets

Removal

Applies to observed
information

Data is removed from the
training dataset before

training*

*(or this is approximated)

Suppression

Modify the GenAl model
(e.g., change the weights)

or

Modify the GenAl system
(e.g., output filters)



Generative Al Systems Removal

User Interface

Alignment

Filters

User
Prompt




Generative Al Systems Suppression

User Interface

Alignment

Output
Filters

User
Prompt




The generative-Al supply chain

1 2 : 3 4 5
Creation of : Dataset Model .
. Data . . Fine-
expressive Creation —» Collection/ <  (Pre-) tuning
works : Curation training
IN:Content IN:Data IN:Dataset IN:Base model
OUT:Data OUT:Dataset(s) OUT:Base model OUT-Fine-tuned
model

Plugins
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Mismatches between removal and suppression

Mismatch 1 Output suppression is not a replacement for removal of observed information.

Mismatch 2 Remouval of observed information does not guarantee meaningful output suppression.

Mismatch 3 Models are not equivalent to their outputs.

Mismatch 4 Models are not equivalent to how their outputs are put to use.
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Mismatch 3 Models are not equivalent to their outputs.
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These mismatches manifest
differently in different contexts



We look at

- U.S. Copyright
- Privacy
- Safety



Mismatch 2 Remowval of observed information does not guarantee meaningful output suppression.

U.S. Copyright

(a) An image from the training dataset  (b) A generation for the prompt Mickey Mouse

Figure 1: CommonCanvas is a research tool and text-to-image model [33], trained only using
images with Creative Commons licenses. We can think of this model as a “gold standard”
baseline that does not contain in-copyright images of “Mickey Mouse:” the only examples in
the training data that reflect the higher-order concept of “Mickey Mouse” are from personal
photographs, e.g., (a) (redacted for privacy). Even without in-copyright training examples of
“Mickey Mouse,” the model can generate outputs that resemble “Mickey Mouse,” e.g., (b).


https://arxiv.org/abs/2310.16825

Mismatch 2 Remowval of observed information does not guarantee meaningful output suppression.

Privacy

Data deletion requests

Consider a deletion request to remove images of a particular data subject
from the training data used to produce an image generation model.



Mismatch 2 Remowval of observed information does not guarantee meaningful output suppression.

Privacy

Data deletion requests

Consider a deletion request to remove images of a particular data subject
from the training data used to produce an image generation model.

Should the set to remove include...

- 1mages that only feature the data subject?
- family photos where other data subjects are also present?
- photos where the data subject is in the background?



Mismatch 2 Remowval of observed information does not guarantee meaningful output suppression.

Safety

Unclear boundaries for target removal

Topics like synthetic biology and molecular generation are broad and
under-specified.



Mismatch 2 Remowval of observed information does not guarantee meaningful output suppression.

Safety

Unclear boundaries for target removal

Topics like synthetic biology and molecular generation are broad and
under-specified.

Should the set to remove include...

- A specific set of scientific papers?
- Graduate-level chemistry?
- High school chemistry?



Removal

Necessary?

Suppression

Necessary?

Yes

No

Yes

No

e.g., CSAM, NCII, other
strictly forbidden observed

e.g., personal data that can
be processed in certain

e.g., synthetic CSAM, NCII
deepfakes, outputs that
resemble in-copyright

e.g., cases where the main
issue is consent over use of
personal data for training (for

information jurisdictions but not others “Spiderman’” or real personal | which possible model
data (producible from latent outputs might not be
information + user prompts) | relevant)
Sufficient? Sufficient?
Maybe No Maybe No

e.g., unsafe downstream
uses of otherwise innocuous
or legitimate outputs

judges, policymakers will
need to make case- or

domain-based decisions
about what is reasonable

judges, policymakers will
need to make case- or

domain-based decisions
about what is reasonable

e.g., synthetic CSAM, NCII
deepfakes (producible from
latent information + user
prompts)

* suppression necessary,
see right side

Figure 3: Following from the prior sections, four simple questions help clarify the usefulness
of unlearning methods for removal and suppression to address policy aims for Generative Al
We consider if information removal of observed information is necessary and sufficient (left),
and similarly if output suppression is necessary and sufficient (right). We provide examples of
potential law and policy areas that could exhibit different answers to these questions. There are
cases where removal may be necessary, but it is likely that removal is on its own insulfficient. To
moderate or constrain model outputs, suppression is likely always necessary, but suppression
methods will also likely always be imperfect to catch all undesirable outputs.



Takeaways

- Unlearning is just one approach in the ML and policy toolkit



Takeaways

- Evaluation of an unlearning method for a specific domain is a specific task



Takeaways

- Understanding unlearning as a generative-Al systems problem



The generative-Al supply chain

1 2 : 3 4 5
Creation of : Dataset Model .
. Data . . Fine-
expressive Creation —» Collection/ <  (Pre-) tuning
works : Curation training
IN:Content IN:Data IN:Dataset IN:Base model
OUT:Data OUT:Dataset(s) OUT:Base model OUT-Fine-tuned
model

Plugins

Lee*, Cooper* & Grimmelmann®. “Talkin’ ‘Bout AI Generation: Copyright and the Generative-AI Supply Chain.” 2023



Takeaways

- Setting reasonable goals and expectations for unlearning



Takeaways

- There are no general-purpose solutions to constrain generative technologies



Zooming out

The field moves extremely fast

terms change (not quite as) fast



Zooming out

System vs. model
Many actors & ways to act

Data (observed information) vs. inferred (latent information)

Removal vs. Suppression



Please ask us questions!

Katherine Lee*, A. Feder Cooper” & James Grimmelmann*. “Talkin’ ‘Bout AI Generation: Copyright and the Generative-Al
Supply Chain.” 2023 (Forthcoming, Journal of the Copyright Society)

A. Feder Cooper*, ... & Katherine Lee. “Machine Unlearning Doesn’t Do What You Think: Lessons for Generative AI Policy,
Research, and Practice.” 2024.

A. Feder Cooper*, Katherine Lee* et al. “Report of the 1st Workshop on Generative AT and Law.” 2023.

Milad Nasr*, Nicholas Carlini*, Jonathan Hayase, Matthew Jagielski, A. Feder Cooper, ... & Katherine Lee. “Scalable
Extraction from (Production) Language Models.” 2023.

Aaron Gokaslan, A. Feder Cooper et al. “CommonCanvas: Open Diffusion Models Trained on Creative Commons Images.”
CVPR 2024.



Please ask Cooper about memorization and copyright!

The Files are in the Computer: On Copyright,
Memorization, and Generative AI

Cornell Legal Studies Research Paper Forthcoming

Chicago-Kent Law Review, Forthcoming

75 Pages - Posted: 22 Jul 2024

A. Feder Cooper

Microsoft Research; Stanford University; Yale University

James Grimmelmann

Cornell Law School; Cornell Tech

Date Written: April 22, 2024



Please ask Cooper about memorization and copyright!

T 2 . : Measuring memorization in language
The Files are in the Computer: On Copyright, models vie probabilistic extraction

Memorization, and Generative AI Forthcoming, NAACL 2025

Cornell Legal Studies Research Paper Forthcoming

. . . 16% A
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Talk outline

° What is generative Al
o Why is it different from other forms of Al
u System vs model
° Model as data structure vs. software
° Different forms of AI
° Generative Al has databases in it
u Modalities
n Transformer, diffusion
u Scale
° Who are the players and what is the game
° A note about the field
o Things are changing rapidly, terms change

° Good stuff and bad stuff (we need to talk about the stakes)

o Cool capabilities
o But...not such great stuff too (hallucination; emitting secrets)
° Transition
o Goals vs. objectives
o Aside on metaphors
(] Note about databases
m Data vs. patterns (observed information, vs. latent information)

° Unlearning —



