
Federal AI Law and Policy Panel
BCLT Symposium on AI Law and Governance 
February 28, 2025



From Principles to Practice
Research and Policy Leading to the OMB AI Guidance

Sorelle Friedler
Shibulal Family Professor of Computer Science



An Incomplete History of Responsible AI

2008 2010 2012 2014 2016 2018 2020 2022

Pedreschi, 
Ruggieri, Turini
“Discrimination-Aw
are Data Mining”
KDD, 2008

first FAT/ML 
Workshop
Montreal, Canada
NeurIPS 2014

first FAccT 
Conference, NY, 
NY, 2018

Fair ML
Academic 
Community

281 papers at 
FAccT 2022

Audits
ProPublica
Machine Bias
series

Sweeney. Discrimination 
in Online Ad Delivery: 
Google ads, black names 
and white names, racial 
discrimination, and click 
advertising
Queue, 2013.

Buolamwini and 
Gebru. Gender 
Shades: Intersectional 
Accuracy Disparities 
in Commercial 
Gender Classification.
FAccT, 2018.

Ali et al. 
Discrimination 
through 
Optimization: How 
Facebook's Ad 
Delivery Can Lead 
to Biased 
Outcomes.
CSCW, 2019.

DOJ 
Settlement 
with Meta 
regarding 
housing ads

AI Ethics 
Principles

Principles for 
accountable algorithms 
and a social impact 
statement for 
algorithms.
Dagstuhl working 
group write-up. 2016.

Governance

https://www.microsoft.com/
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Blueprint for an AI Bill of Rights

https://bidenwhitehouse.archives.gov/ostp/news-updates/2022/10/04/blueprint-for-an-ai-bill-of-rightsa-vision-for-protecting-our-civil-rights-in-the-algorithmic-age/

“ This blueprint is for the older 
Americans denied critical 
health benefits because of an 
algorithm change. 
The student erroneously 
accused of cheating by 
AI-enabled video surveillance. 
The fathers wrongfully 
arrested because of facial 
recognition technology. 
The Black Americans blocked 
from a kidney transplant after 
an AI assumed they were at 
lesser risk for kidney disease. 
It is for everyone who interacts 
daily with these 
technologies—and every 
person whose life has been 
altered by an unaccountable 
algorithm. ”

Safe and Effective Systems
You should be protected from unsafe or ineffective 
systems.

Algorithmic Discrimination Protections
You should not face discrimination by algorithms and 
systems should be used and designed in an equitable 
way.

Data Privacy
You should be protected from abusive data practices via 
built-in protections and you should have agency over how 
data about you is used.

Notice and Explanation
You should know when an automated system is being 
used and understand how and why it contributes to 
outcomes that impact you.

Human Alternatives, Consideration, and Fallback
You should be able to opt out, where appropriate, and 
have access to a person who can quickly consider and 
remedy problems you encounter.



Applying the Blueprint for an AI Bill of Rights

https://bidenwhitehouse.archives.gov/ostp/ai-bill-of-rights/

THIS FRAMEWORK DESCRIBES PROTECTIONS THAT SHOULD BE APPLIED WITH RESPECT TO ALL 
AUTOMATED SYSTEMS THAT HAVE THE POTENTIAL TO MEANINGFULLY IMPACT 
INDIVIDUALS’ OR COMMUNITIES’ EXERCISE OF:

RIGHTS, OPPORTUNITIES, OR ACCESS
Civil rights, civil liberties, and privacy, including freedom of speech, voting, and 
protections from discrimination, excessive punishment, unlawful surveillance, and 
violations of privacy and other freedoms in both public and private sector contexts;
Equal opportunities, including equitable access to education, housing, credit, 
employment, and other programs; or,
Access to critical resources or services, such as healthcare, financial services, safety, 
social services, non-deceptive information about goods and services, and government 
benefits.



http://bidenwhitehouse.archives.gov/ostp/ai-bill-of-rights
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WHAT SHOULD BE EXPECTED OF

AUTOMATED SYSTEMS

Protect the public from algorithmic discrimination in a proactive and 
ongoing manner
❑ Proactive assessment of equity in design. 
❑ Representative and robust data.
❑ Guarding against proxies.
❑ Accessibility ensured during design, development, and deployment. 
❑ Disparity assessment.
❑ Disparity mitigation.
❑ Ongoing monitoring and mitigation
 
Demonstrate that the system protects against algorithmic discrimination
❑ Independent evaluation.
❑ Reporting. 

ALGORITHMIC 
DISCRIMINATION 

PROTECTIONS

http://bidenwhitehouse.archives.gov/ostp/ai-bill-of-rights



The Blueprint for an AI Bill of Rights is 
non-binding and does not constitute 
U.S. government policy. It does not 
supersede, modify, or direct an 
interpretation of any existing statute, 
regulation, policy, or international 
instrument. It does not constitute 
binding guidance for the public or 
Federal agencies and therefore 
does not require compliance with 
the principles described herein. It 
also is not determinative of what the 
U.S. government’s position will be in 
any international negotiation.

http://bidenwhitehouse.archives.gov/ostp/ai-bill-of-rights



https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/



https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/



https://www.whitehouse.gov/wp-content/uploads/2024/03/M-24-10-Advancing-Governance-Innovation-and-Risk-Management-for-Agency-Use-of-Artificial-Intelligence.pdf
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Government Tech Procurement 

- Legislative environment
- Competition in Contracting Act
- FISMA
- FITARA 

-  Agency governance on IT
- Warranted contracting official + CIO
- Post-award contract management by COR and CO
- Authorities to Operate to deploy solutions 
- PIA/SORN



Government AI Procurement 
- Commercial item acquisition 

- FAR Part 12 
- Commercial terms and conditions 

- Different approaches at different part of the tech stack
- Different approaches for different agency requirements 

For example
System integrators that bundle labor hours + solutions 
OR 
buying commercial AI + a separate vendor for software 
development
OR
COTS with no modifications at all 



Government AI Procurement 

- Buy with commercial procedures 
- AI workforce includes the acquisition workforce 
- Use-case specific governance 
- What are the government’s requirements?
- Resourcing for both AI governance and IT security governance
- Trump administration’s focus on AI leadership  

- Executive Order on Removing Barriers to American Leadership 
in Artificial Intelligence

- “AI Dominance”


